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Abstract—With the arrival of auto-stereoscopic 3D displays for
mobile devices, and emergence of more 3D content, there is much
anticipation for 3D mobile multimedia experiences, including 3D
display gaming. Simultaneously, with the emergence of cloud com-
puting, more mobile applications are being developed to take ad-
vantage of the elastic cloud resources. In this paper, we explore
the possibility of developing Cloud Mobile 3D Display Gaming,
where the 3D video rendering and encoding is performed on cloud
servers, with the resulting 3D video streamed over wireless net-
works to mobile devices with 3D displays for a true 3D mobile
gaming experience. However, with the significantly higher bitrate
requirement for 3D video, ensuring user experience may be a chal-
lenge, both in terms of 3D video quality and network delay (re-
sponse time), considering the bandwidth constraints and fluctua-
tions of wireless networks. In this paper, we propose a new asym-
metric graphics rendering approach which can significantly re-
duce the video encoding bitrate needed for a certain video quality,
thereby making it easier to transmit the video over wireless net-
work. However, since asymmetric graphics rendering may also im-
pair the graphics quality, we need to be able to understand and
measure its impact.We conduct subjective tests to study andmodel
the impairments due to asymmetric graphics rendering and net-
work delay, thereby developing a user experience model for cloud
based mobile 3D display gaming. By conducting subsequent sub-
jective tests, we prove the correctness of the impairment functions
and the resulting user experience model. Furthermore, given any
network condition, we propose to solve the problem of selecting the
optimal graphics rendering factors for the left and right views so
as to maximize user experience of cloud mobile 3D display gaming.
In order to solve this problem, we first develop a model to esti-
mate the resulting video bitrate of the rendered 3D video when cer-
tain graphics rendering factors are used. Next, we derive a model
to predict the delay given the available network bandwidth and
the video bitrate of the rendered 3D video. We use the above two
models together with a branch and bound algorithm to solve the
optimization problem and determine the optimal values for the
left and right view rendering factors. Experiments conducted using
real 4G-LTE network profiles on commercial cloud service demon-
strate the feasibility of significant improvement in user experience
when the proposed optimization algorithm is used to dynamically
select optimal rendering factors according to changing network
conditions.

Index Terms—3D, asymmetric graphics rendering, branch and
bound, cloud Mobile Gaming, subjective testing, user experience.
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I. INTRODUCTION

I N recent years, emergence of rich mobile devices and
broadband mobile networks have led to the widespread

development and use of mobile applications. 3D games have
become one of the most popular mobile applications; recently
being in the top-5 rankings in terms of number of downloads
in both iOS App Store and Android Google Play Store [1].
While the user experience of current 3D games is limited by
2D screens, there has been a gradual trend by mobile device
manufacturers to introduce 3D screens, for example several
new 3D tablets like Commander 3D and NEO3DO released in
2013 [2], raising the prospects for richer and more immersive
stereoscopic multimedia experiences including enabling true
3D gaming experiences.
A key challenge to enabling rich 3D gaming on mobile de-

vices is the high computing requirements, leading to the current
development and use of less rich, mobile specific games. It has
been shown that even though the CPU and GPU capabilities of
mobile devices keep getting upgraded, there is a growing gap
with the requirements of rich Internet/console 3D games that are
being developed [4] using the latest graphics rendering innova-
tions. Moreover, battery life can be a big challenge, especially
when playing graphics intensive games. Evolution of 3D games
displayed on 3D screens can only exacerbate the computing and
battery life challenges.
To address the problems mentioned above, Cloud Mobile

Gaming (CMG) has been recently proposed as an alternative
approach to enable rich Internet gaming on mobile devices
[16]–[18]. Authors of [34] did some initial study on latency,
energy and cost to prove the feasibility of this architecture.
In CMG, the most compute intensive tasks of 3D rendering
are performed on cloud servers, with the rendered video en-
coded and streamed from a cloud server to the mobile device,
in response to gaming commands from the mobile device.
Consequently, the CMG approach provides cross-platform,
thin client, battery life extended solution for mobile gaming.
However, because of the large amount of video data to be
streamed, using the CMG approach shifts the challenge from
computing and battery constraints of mobile devices to the
fluctuating bandwidth constraint of the network. Thus, previous
work in Cloud Mobile Gaming has focused on how to model
user experience and how to optimize user experience given
certain network conditions [3]–[5], [31]. However, the above
techniques are based on rendering 2D videos and streaming
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Fig. 1. Architecture of Cloud based Mobile 3D Display Gaming System.

to mobile devices with 2D screens. In this paper, we propose
Cloud Mobile 3D Display Gaming (CMG(3D)), which renders
3D video with two virtual cameras, which is encoded and
streamed to a mobile device with a 3D screen for a 3D viewing
experience.
Fig. 1 shows the overall architecture and data flow of the

proposed CMG (3D) platform. The 3D rendering is performed
on cloud servers in response to gaming commands from the
mobile device. We place two virtual cameras in the game world
to generate a left view and a right view of game video. After
the two views are generated, they will be encoded as a 3D
video and transmitted through wireless network to the mobile
device, and displayed on the device 3D screen. On the reverse
side, game commands are transmitted from mobile device to
the game server through wireless network. In this way, users
can play 3D games as if the game is rendered locally, but with
the advantages of a thin client, no need to download each game
to the mobile device, and the game developers can develop
a single version of the game which runs on the cloud servers
instead of having to develop platform/device specific versions.
However, constrained and fluctuating network conditions can

create significant challenge for the CMG(3D) architecture de-
scribed above. Note that for gaming applications, especially
those which are highly response time sensitive, transmitting the
target video with low latency becomes the key factor which in-
fluences user experience [8].We did an initial study of how large
the delay will be under real 4G-LTEmobile network conditions.
Fig. 2(a) shows a snapshot of a network profile which we cap-
tured using Iperf client software on iPhone and Iperf server soft-
ware on remote CMG server during peak hours at UCSD. It de-
scribes how bandwidth is fluctuating during a time period of
300 seconds. We play an online open-source MMORPG game
PlaneShift [9] using the CMG(3D) platform we have developed
(Fig. 1), with the Cloud rendered 3D video streamed to the end
device through a network emulator [27] programmed to em-
ulate the bandwidth trace shown in Fig. 2(a). With the above
test set-up, we measured response time which includes upload
and download time shown in Fig. 2(b). Also shown is the video
quality, measured as PSNR. For this kind of MMORPG game,
the acceptable response time is 440ms and excellent delay is
120ms from a user study reported in [10]. As can be seen from

Fig. 2. (a) top, Network profile (b) middle, Delay and PSNR performance when
using high quality video encoding (c) bottom, Delay and PSNR performance
when using low quality video encoding.

Fig. 2(b), the experienced delay can be much higher than accept-
able threshold. To solve this delay problem, we can change the
video encoding setting and tradeoff video quality and delay. We
show in Fig. 2(c) that by decreasing the video quality by an av-
erage of 4 dB, the experienced delay can be reduced. But the low
video quality also impacts user experience greatly. From this ex-
ample, we can see that it can be challenging to maintain good
3D video quality and response time simultaneously, under con-
strained and fluctuating wireless network conditions [19], [20].
Asymmetric 3D video encoding [12], [13], where the videos

of the left and right views are encoded with different bitrates,
can be potentially used to reduce the 3D video bit rate, and
hence the delay, while transmitting over constrained wireless
networks. From previous subjective studies [12], [13], we con-
clude that we can potentially use asymmetric video encoding
to reduce 3D video bit rate in the range of 10%-30% without
compromising overall video quality. However, the above may
not be enough to stream high bit rate high motion 3D rendered
gaming video over fluctuating wireless networks. Hence, in
this paper we investigate an alternative and complimentary
approach, which as shown in Fig. 4 has the potential to reduce
bitrate much more significantly without compromising video
quality.
Previous research with cloud mobile gaming for 2D mobile

displays (where video streamed from cloud to mobile device is
2D as opposed to 3D video considered in this paper for 3D dis-
plays) has been done to measure and optimize user experience
by adapting video encoding parameters [32], [33]. In addition,
another study has shown that adapting the graphics rendering
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Fig. 3. (a) top, left view and right view with asymmetric view distance
(b) bottom, left view and right view with asymmetric texture detail.

Fig. 4. (a) top, Rate-distortion performance with different view distance set-
ting for left view and right view (b) bottom, Rate-distortion performance with
different texture detail settings for left view and right view.

richness can significantly reduce the encoding bitrate needed
for the resulting game video, and hence can enable streaming of
high quality 2D video over constrained wireless networks while
meeting delay constraints [4], [5], [28]. In this paper, to address
the challenge of streaming high quality 3D gaming video with
low delay constraint, we propose a new asymmetric graphics
rendering approach where the rendering richness of one of the
views can be degraded below that of the primary view. We
demonstrate that our proposed approach can significantly re-
duce the 3D video encoding bitrate needed for a desired video
quality, thereby making it possible to transmit the 3D video over
wireless networks with the desired user experience of high video
quality while meeting low delay constraint.

However asymmetric graphics rendering technique may
cause graphics artifacts, which may also influence user experi-
ence. Hence we develop a model for Cloud mobile 3D display
gaming user experience (CMG(3D)-UE) to quantitatively mea-
sure user experience in the presence of asymmetric graphics
rendering. We further consider how to apply this model and
automatically select the optimal graphics rendering factors so
that the user experience can be maximized. We formulate the
optimization problem as a discrete variable, non-linear objec-
tive function, with non-linear constraints. To solve the problem,
we develop a model to estimate the bitrate of the resulting
encoded 3D video stream given graphics rendering factors
selected for left and right views, and another model to predict
the delay given the available network bandwidth and the video
bitrate of the rendered 3D video. We develop a branch and
bound based algorithm which uses the above models to solve
the optimization problem and provide the optimal values for
the left and right view rendering factors. The above algorithm
will be executed periodically and is applied at the beginning of
each time interval during a CMG(3D) gaming session (which
is the duration between when a player starts playing the game
and ends playing the game), providing dynamic adaptation of
left and right view rendering factors optimal to the changing
network bandwidth, so as to maximize overall user experience
during the entire CMG(3D) gaming session. The rest of the
paper is organized as following: Section II introduces details
about asymmetric graphics rendering and illustrates its promise
to enhance user experience. Section III derives and validates
user experience impairment functions for asymmetric graphics
rendering factors introduced in Section II. Section IV validates
the network delay impairment function and derives a com-
plete CMG(3D)-UE model. Section V formulates and solves
the problem of automatically selecting optimal graphics ren-
dering factors given changing network bandwidth constraints.
Section VI shows experimental results with two different
games using our CMG(3D) prototype hosted on Amazon
Web Service and using commercial cellular network profiles.
Section VII proposes future work and concludes the paper.

II. ASYMMETRIC GRAPHICS RENDERING
In this paper, we study two rendering factors that have great

impact on user experience and rendered video bitrate: texture
detail and view distance. Texture detail defines the quality of
the images on the surface of the objects. In detail, texture detail
defines the quality of the images on the surface of the objects.
We define texture detail to be high when the game is using the
original texture images, to be medium when the texture images
are downsampled once, and low when the texture images are
downsampled twice. View distance determines which objects
will be included in the rendered game video frame. For a given
view distance value, except for the world boundaries (sky and
ground), the game engine will only render the objects which are
within the given distance from the camera to the object, and all
the objects beyond this view distance value will be excluded.
Since for 3D display games we generate two views using two
virtual cameras (Fig. 1), we can potentially render each view
with different texture detail and view distance, leading to asym-
metric graphics rendering.
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Fig. 3(a) shows an example of asymmetric view distance in
which left view distance is set as 150 meters and right view
distance is set as 100 meters. This means the objects which
are more than 100 meters but less than 150 meters away from
the camera will be only rendered in left view but not in right
one. Consequently, any object further than 100m (and less than
150m) can only be seen by the viewer's left eye, but not by
the right eye. Fig. 3(b) shows another example which we term
asymmetric texture detail. In this example, left view texture de-
tail is set as high quality and right one is medium quality. This
means the surface quality experienced by the left eye will be
slightly higher than that by the right eye.
We will show in the following why asymmetric graphics ren-

dering is promising to enhance user experience. Figs. 4(a) and
4(b) present the rate-distortion comparison between different
view distance settings and different texture detail settings re-
spectively. (H stands for high texture detail, M for medium and
L for low). We can see that by enabling asymmetric graphics
rendering, video quality (as measured by PSNR) can be poten-
tially increased. For example, as shown in Fig. 4(b), the setting
that has one view with medium texture detail and the other with
low texture detail can have roughly 2dB PSNR gain over the set-
ting where both the views have medium quality under the same
encoding bitrate. In this way, user experience can be greatly
improved either under the same network condition (increase
video quality) or the same video quality (reduce bitrate needed
and hence decrease network delay). However, while asymmetric
graphic rendering can enhance the resulting video quality and/or
reduce delay, it can also impair the surface quality; thereby
impact the overall user experience. After introducing the con-
cept of asymmetric rendering, in the following sections, we
will derive impairment functions for the graphics rendering fac-
tors which can quantitatively measure how asymmetric graphics
rendering will impact user experience.

III. IMPAIRMENT FUNCTIONS DERIVATION AND VALIDATION

In order to learn how graphics rendering factors affect
CMG(3D)-UE quantitatively, especially when asymmetric
graphics rendering is applied, we define an impairment function

as (1).

(1)

indicates the impairment due to graphics rendering. It
takes value between 0 and 100. Higher value indicates larger
impairment. Similarly, represents the impairment due to
view distance, and indicates the impairment due to texture
detail. In this section, we will derive impairment function
and through subjective tests and then validate (1) using an-
other set of subjective tests.
In a typical 3D game, there are multiple different game scenes

with different spatial characteristics; hence the rendering im-
pairment caused by view distance and texture detail may be af-
fected by the game scene also. For instance, for the same view
distance value, the graphics rendering impairment for an out-
door game scene where lots of objects are far from the camera
may be very different from an indoor scene where lots of objects
are close to the camera. To ensure that the impairment function
for view distance, , is generally applicable to different game

Fig. 5. Testbed for Subjective Experiments.

scenes, instead of modeling it as a function of the actual view
distance value (in meters), we proposed to model it as a function
of the percentage of missing objects caused by reducing view
distance in [28]. In this work, we extended it to apply to asym-
metric graphics rendering which enables different percentage of
missing objects in different views. On the other hand, for ,
we will show by subjective test results that the impairment value
will not be affected much by scene characteristics. In both cases,
we will validate the derived impairment functions by including
different game scenes in the subjective experiments.

A. Subjective Experiment Setting
Fig. 5 shows the testbed used for the subjective tests. We use

a 3D monitor with a laptop to substitute for 3D display of mo-
bile devices because current available mobile 3D displays do not
have as good quality as 3Dmonitors whichmay cause additional
impairment which we want to avoid. The laptop is connected to
a network emulator via an Access Point and the network emu-
lator is connected to the game server. By changing parameters
such as bandwidth, delay and packet loss on the network em-
ulator, we can generate different kinds of network conditions.
The selected game which runs upon the above framework is an
online open source MMORPG game: PlaneShift [9]. To investi-
gate how asymmetric graphics rendering factors affect user ex-
perience, we set the video encoding parameter QP to 25 which
leads to sufficiently high encoding video quality and set network
bandwidth to be sufficiently large so that only graphics ren-
dering factors can cause impairment. We then invited 16 UCSD
students (12 male, 4 female; aged ) to participate in our
subjective experiments. Firstly, we asked the testers to sit be-
fore a 23 inch LG D2342 3D Monitor, and showed them a 3D
video as a training sequence before the real test started to let the
testers adjust their viewing angle and viewing distance. The best
viewing angle is related to the height of the testers but the best
viewing distance is about 1 meter for all testers. After that, we
start the game and manually set the graphics rendering factors
according to Table I independently for each view. Once a com-
bination of rendering factors is set, we ask the testers to play the
game for 1 minute and evaluate the graphics rendering impair-
ment according to the criterion listed in Table II at the end of
each condition. During the whole experiment, the testers were
asked to control the avatar to perform multiple tasks (including
attacking an enemy, looking for an object, running, walking and
talking to an NPC, etc.) under various different game scenes
(including outdoor scenes like forest and city, as well as indoor
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TABLE I
GRAPHICS RENDERING FACTOR SETTING

TABLE II
3D GRAPHICS QUALITY AND CRITERION FOR

scenes such as weapon store). In this experiment, a total of 51
combinations of rendering factors are studied. The experiment
process including the test criterion and the number of partici-
pants adhere to the ITU-T Recommendations [14], [35]. We col-
lect all the evaluations under different graphics rendering factors
and use them to derive the impairment functions.
Note that in Table I, we have used the percentage of missing

objects instead of view distance (in meters) in order to make
the function applicable for different scenes. We can
easily compute view distance from percentage of missing
objects using the following method: suppose we need to set
the percentage of missing objects to be 10%, we firstly extract
the distance information of all the objects (this information
can be easily fetched during the rendering process), then we
choose the 90 percentile of all the distance values to be the
corresponding view distance (for 10% missing object). This
is because the 90 percentile can ensure that 90% of objects
have less distance than it, therefore there are 10% of objects
that exceed the view distance and will be missing.

B. Impairment Function Derivation

To derive and , we use the results from the ex-
periments where we only vary one rendering factor shown in
Table I and keep the other at its best value. For example, to de-
rive , we set different combinations of the percentage of
missing objects for the left and right views according to Table I,
while keeping the texture details of the two views to be both at
the highest value, such that all the impairment is caused by view
distance.
In the following, we first derive the impairment due to view

distance, which mainly depends on two factors: (a) the
value of the minimum percentage of missing objects among
the two views, and (b) the difference of percentage of missing
objects between the two views. The minimum percentage of
missing objects indicates how many objects are missing in both
views and the value of difference represents how many objects

Fig. 6. Subjective test results: (a) top, Relationship between Impairment values
and Minimum Percentage of Missing Objects (b) bottom, Relationship between
Impairment values and Difference of Percentage of Missing Objects.

are seen by one eye but not the other. Fig. 6(a) shows the rela-
tionship between and minimum percentage of missing ob-
jects while Fig. 6(b) shows the relationship between and
difference of percentage of missing objects. From these two
figures, we can observe that there is a very different relation-
ship between and minimum percentage of missing objects
whether the two views have the same percentage of missing ob-
jects or different. When the two views have the same percentage
of missing objects whichmeans the difference percentage is 0%,
we can see has a non-linear relationshipwithminimum per-
centage of missing objects. Thus, we use nonlinear regression
method to derive the equation of in this case. We tried to
use square, third power and fourth power to do the regression.
The regression square errors for the three methods are 301.09,
30.58 and 15.74 respectively. Since the error of square is big, we
do not consider it. However, the error difference between third
power and fourth power is not large. In addition, using lower
power can avoid over fitting and potentially save computational
power for the optimization algorithm we would propose later.
Therefore, we propose to use (2) to describe the relationship
when both views have the same percentage of missing objects.

(2)
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in which denotes the percentage of missing objects and a, b, c
d are four parameters. For the game Planeshift, ,

, . Note that although the above im-
pairment model as well as all the models derived subsequently
is general, the values of the parameters need to be derived for
specific games. We will validate the above statement by ap-
plying the models to another game of a very different genre in
Section IV.
For the other cases when the difference of percentage of

missing objects is not zero, we observe that the impairment
has a bilinear relationship with the two factors. Thus, we use
a bilinear regression method to derive the equation of .
Equation (3) shows the relationship. means the difference
of percentage of missing objects and means the minimum
percentage of missing objects.

(3)

in which

and , , for Planeshift.
A similar method is used to derive the impairment function

of texture detail, , where we vary the texture detail set-
ting of left and right views, change different scenes, and col-
lect participants' scores according to Table II. The testers were
asked to give two kinds of scores, combined score for a com-
bination of different scenes and individual score for a specific
scene. Table III summarizes the results. From Table III we can
make the following observation. The difference between indi-
vidual scores and combined score ranges between and
9.2% and thus we believe the complexity of the scene does not
influence the score too much, instead, the texture detail dom-
inates the impairment. In addition, the additional impairment
due to asymmetric texture detail of left and right views is mar-
ginal (only about 7.5) when the asymmetry is of one level (like
High-Medium, or Medium-Low); however, the impairment can
go up significantly (more than 25) if the asymmetry is higher
(like High-Low). Based on the above observations, we denote
high texture detail as a value of 0, medium as 1 and low as 2 and
further derive the formula for (as shown in (4)) using re-
gression method. Note that in (4) we use a square term, ,
to penalize the large impairment due to high texture asymmetry
of two views (like High-Low). Term is used to indicate
the impairment due to low surface quality itself.

(4)

in which

and , , for Planeshift.

C. Impairment Function Verification
In order to verify the functions ((1)– (4) and Table III) de-

rived in the previous subsection, we conducted another set of
experiments with a new group of 15 participants (11 male, 4
female; aged ), playing the same game, and evaluate
using the same criterion (Table II); however, in this set of ex-
periments, the texture detail and percentage of missing objects

TABLE III
SUBJECTIVE TEST RESULTS: AVERAGE SCORES FOR DIFFERENT TEXTURE

DETAIL COMBINATIONS AND COMBINED/INDIVIDUAL SCENES

Fig. 7. Validation of with blue line showing 95% confidence interval.

parameters are changed at the same time. Fig. 7 shows the re-
lationship between predicted computed by the derived im-
pairment function (y-axis) and subjective given by human
subjects (x-axis). We also plotted 95% confidence interval for
each measurement as blue lines in the figure. The correlation
is 0.97, which proves the accuracy of the derived impairment
functions.
Note that one limitation of our subjective study is that when

we asked the testers to evaluate the graphics rendering impair-
ment while playing the game, they were asked to play for 1
minute and give the score. The 1 minute playing time is a short
period and the subjective score may not capture the visual dis-
comfort caused by assigning different view distances to the two
views, such that the player will see some objects visible in one
view but not visible in the other view. This discomfort effect of
asymmetric rendering will be further studied in our future work
by asking the testers to play the game for longer time and eval-
uate their experience.

IV. OVERALL USER EXPERIENCE MODELING

In [3]–[5], [21], [28], the factors affecting Cloud Mobile
Gaming User Experience have been analyzed, and a UE Model
has been proposed which takes into account the impairments
due to these factors. Though the above applies to 2D video
streamed and displayed on 2D mobile devices, the category of
factors are the same in the 3D case. As is described in [28],
there are three major categories of objective factors: graphics
rendering factors, video encoding factors, and mobile network
factors. As discussed in Section III, graphics rendering factors
include texture detail and view distance which affects the user
perceived surface quality of the graphics. Video encoding
factors include video quality, video bitrate, etc. which affect
both visual quality and response time. Mobile network factors
include packet loss rate and network delay which will affect
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Fig. 8. Relationship between predicted and subjective value with blue line
showing 95% confidence interval.

visual quality and response time. In this paper, we will focus on
studying graphics rendering factors and mobile network factors,
while keeping the video encoding factors at high level such that
there will be no impairment caused by video encoding. As for
graphics rendering factors, impairment functions have already
been derived in Section III. As for mobile network factors,
we will only consider network delay, since our use of TCP
minimizes any impairment due to packet loss while increasing
the potential of impairment due to delay. We also show in the
next subsection that we can reuse the same impairment function
for network delay as has been derived for the 2D case [3]. After
getting impairment functions separately for graphics rendering
factors and network delay factors, we will derive and validate
an overall user experience model for CMG(3D).

A. Impairment Function Validation for Network Delay
In our previous work [3], the impairment caused by network

delay for 2D cloud gaming has been studied and the impairment
function is as follows:

(5)

For the game Planeshift, , , ,
.

We validate the accuracy of this function for 3D cloud mo-
bile gaming by conducting subjective tests with a new group of
15 participants (11 male, 4 female; aged ) playing the
game Planeshift using our CMG(3D) testbed shown in Fig. 5.
The value of network delay parameters are shown in Table IV.
The tasks which the testers are asked to perform; the scene they
passed and the duration of the time they play are the same as the
test for derivation. Fig. 8 shows the relationship between subjec-
tive impairment given by people with the objective impairment
computed using (5). We also plotted 95% confidence interval
for each measurement as blue lines in the figure. The correla-
tion between predicted I (y-axis) and subjective I (x-axis) is
0.97. This high correlation indicates that although (5) is derived
for 2D cloud gaming, we can also apply it in 3D cloud gaming.
We next derive the UE model based on these two impairment
functions.

B. CMG(3D)-UE Model Derivation and Validation
In this subsection, we propose a Cloud Mobile 3D Display

Gaming User Experience (CMG(3D)-UE) model by taking net-
work delay impairment and asymmetric graphics rendering im-

TABLE IV
SETTINGS FOR NETWORK DELAY FACTOR

pairment into consideration. Derivation and validation are both
done through subjective tests.
We define Cloud Mobile 3D Display Gaming Mean

Opinion Score (CMG(3D)-MOS) as a measurement metric for
CMG(3D)-UE. In order to formulate it using the impairment
functions, we follow the same framework as ITU-T E-model
[14]. The ITU-T model offers a way to quantify the combined
impact of several audio transmission impairments, including
network delay impairment, audio distortion impairment, etc.
Hence, although the model is originally developed for audio
transmission, since the impairment for cloud mobile gaming
also includes combined effects of rendering impairment and
network delay impairment, we borrow the framework of the
ITU-T model for our study. The function of CMG(3D)-MOS
formulated by R factor can be found in ITU-T E-model. We
duplicate it for our CMG(3D)-MOS formulation:

-
(6)

In (6) the transmission rating factor, , takes value from
range (the higher R, the better CMG(3D)-MOS).
CMG(3D)-MOS relates to through a non-linear mapping
and takes value in the range . Considering that in
ITU-T E-Model is designed specifically for audio transmis-
sion application and not suitable for CMG applications where
graphic rendering factors affect user experience, we propose
the following new definition of :

(7)

in which means the overall impairment, is the impairment
due to graphics rendering factors and is the impairment due
to network delay factor. The last term adjusts by the cross
effect between the two impairments, and is a constant.
In order to derive the parameter and verify the correct-

ness of the model, we conduct a new series of subjective ex-
periments using the same subjects used earlier to validate the
impairment functions (Section III-C). This time we simultane-
ously change the graphics rendering factors at the cloud game
server and the network delay factor at the network emulator, and
let the testers give their scores according to Table V whose scale
is mapped to Table II via (6). We use 60% of the data to derive

and use the rest 40% to validate. Our results show that
for Planeshift. Then, we use (6) and (7) to compute

our predicted UE score and compare it with the subjective UE
score given by the testers to validate the model. Fig. 9(a) shows
our results. We also plotted 95% confidence interval for each
measurement as blue lines in the figure. We can see from the
figure that the correlation between predicted UE score and sub-
jective UE score for the game Planeshift is 0.93, indicating ad-
equate accuracy of our CMG(3D)-UE model.
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Fig. 9. (a) left, Relationship between predicted MOS and subjective MOS for
the game Planeshift, (b) right, Relationship between predicted MOS and subjec-
tive MOS for the game Broadsides, Blue line showing 95% confidence interval.

TABLE V
3D GRAPHICS QUALITY AND CRITERION FOR CMG(3D)

To demonstrate the applicability of the CMG(3D)-UE model
to other games, we applied it to another 3D game Broadsides
[26], which belongs to a different genre than game PlaneShift.
For the new game, we apply the same approach for training and
validating the CMG(3D)-UE model. We conduct a new group
of subjective tests of 16 participants (10 male, 6 female; aged

) and collect evaluations under different combinations
of the rendering and network factors. Firstly we use the results
where only one factor varies and all the others are fixed at the
best values to train the impairment functions for the new game.
Table VI shows the coefficient values. Comparing these values
with the coefficients for game PlaneShift, we can see that for
different games, the coefficients are different. Secondly we use
the results where all the factors vary simultaneously to derive
and validate the overall CMG(3D)-UE model. 60% of the re-
sults are used for training the model of R and computing the
coefficient , and the other 40% of test results are used for
validating the model. Fig. 9(b) is the scatter plot of the rela-
tionship between subjective and predicted CMG(3D)-MOS. For
the new game Broadsides, and the correlation is
0.87. From Table VI and Fig. 9(b), we can see that for the new
game, after training and refitting the coefficients, the proposed
CMG(3D)-UE model will also lead to high modeling accuracy.

V. ASYMMETRIC RENDERING ADAPTATION APPROACH

In Cloud Mobile 3D Display Gaming, game video has to be
transmitted through wireless network, the latter characterized
by unpredictable bandwidth fluctuations. An effective approach
to cope with the bandwidth fluctuation of mobile network is to

TABLE VI
PARAMETERS FOR GAME BROADSIDES

adapt the graphics rendering factors such that the required en-
coding bitrate can be adapted and maintained below the avail-
able bandwidth and therefore avoid network congestion and
hence delay. However, as illustrated in Fig. 4, while lowering
the rendering factor is effective in reducing network delay, it
can cause negative impact on graphics quality, and hence will
influence the overall user experience. In other words, under a
given network bandwidth budget, there is a tradeoff between
network delay and graphics rendering quality. The question that
needs to be addressed is how to select the optimal rendering fac-
tors such that the overall user experience is maximized, when
taking into account both graphics rendering factors and net-
work delay factor. Previous work [4], [28] have proposed tech-
niques to dynamically change graphics rendering factors ac-
cording to network conditions, but since those solutions were
for streaming 2D rendered video, they did not consider using
asymmetric graphics rendering. Thus, in this section, we use the
proposed CMG(3D)-UE model to derive an optimization algo-
rithm which can take asymmetric graphics rendering into con-
sideration to solve this problem. The aim of our optimization
algorithm is to maximize CMG(3D)-MOS which is equivalent
to minimizing .We also provide bounds for both network delay
factor and graphics rendering factors to ensure that the solution
for the problem will not let one aspect of the user experience to
be too good while letting the other aspect to be too bad. Thus,
we formulate the asymmetric graphics rendering optimization
problem as follows:

Given:

Network bandwidth BW

Find:

The optimal graphics rendering factors, including ,
, and , to minimize

(8)

s.t.

(9)

It may be most prudent to specify the bounds most appro-
priate to a specific game. For example, the following values are
appropriate for Planeshift: ,
, , ,

. For a social game, a more relaxed value of
may be sufficient.
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Fig. 10. Factors affecting overall impairments.

Note that our subjective experiments show that exchanging
rendering settings between left and right views result in almost
the same user experience scores, thus in order to tighten the vari-
able range and hence decrease complexity, in the above problem
formulation, we let the left view always have better or equal
graphics rendering quality compared to the right view.
Next, we propose an approach to solve the above optimiza-

tion problem. Considering that during the game session, the
network dynamically changes. Hence, our approach is to di-
vide time into constant intervals, and apply the proposed solu-
tion periodically so that the overall impairment during every
time interval is minimized. We will dynamically select the op-
timal graphics rendering factors for the left and right views to
adjust to the dynamic fluctuations in the network. As shown
in (8) and Fig. 10, the overall impairment is determined by
the selected graphics rendering factors and the expected delay.
The expected delay mainly depends on two factors: the avail-
able mobile network bandwidth of the next interval, and the
amount of video data generated during the next time interval.
Regarding these two factors, we assume the network bandwidth
can be estimated using a probe-packet approach which will be
discussed in Section V-C And the amount of generated video
data is solely dependent on graphics rendering factors. There-
fore, the proposed optimization problem can be restated such
that, both the optimization target (the overall impairment ) and
the constraint function (the experienced delay) will be solely de-
pendent on the graphics rendering factors. We use a branch and
bound based algorithm to solve this problem which will be dis-
cussed in Subsection D.
The rest of this section is organized as follows. In

Section V-A, we propose and verify a model to predict the
bitrate of the encoded 3D video resulting from rendering
performed with given rendering factors. Section V-B proposes
and verifies an approach to predict network delay given the
available network bandwidth and bitrate of the 3D video that
needs to be streamed from the cloud. Section V-C proposes the
overall algorithm to solve the proposed optimization problem.

A. Relationship Between Graphics Rendering Factors and
3D Video Bitrate

In our proposed CMG(3D) platform, the left and right views
are firstly rendered and then encoded. Our approach is to change
rendering factors to impact the video bitrate, while ensuring
high video quality (no video encoding impairment) by using
high (constant) QP during video encoding. Thus, we need to es-
timate the effect of changing the rendering factors on resulting
video bitrate. However, using constant QP can result in big

fluctuations in video bitrate, making estimating resulting bitrate
from rendering factors used very difficult. In this subsection, we
first explain the two factors which can influence video bitrate
when using constant QP, and how we can minimize their influ-
ence so the bitrate will be primarily influenced by the graphics
rendering factors. We next derive a model to estimate video bi-
trate of both the views as a function of the rendering factors used
to render the videos, and provide results validating the accuracy
of the estimation model.
As is commonly known, encoding with constant QP may

cause a wide range of bitrate changes, especially between static
scenes and highmotion scenes. That is because static scenes will
contain a number of blocks which are encoded as SKIP mode
and they will cause much fewer bits than any other modes in
H.264 standard. In addition, the GOP setting also influences the
bitrate much because GOP defines how frequently an I frame
appears; in constant QP case, every I frame will cause much
higher bitrate than P frame or B frame. In this way, if the GOP
is not set properly, the bitrate may be high in one second but
much lower in another. Next, we describe how we minimize the
uncertainty in the video bitrate due to the above two factors that
are motion and GOP size.
Firstly, we empirically observe that game videos are mostly

high motion. Our assumption is verified by a study [22] which
shows 3D game has really high motion energy (the average dif-
ference between consecutive frames). However, there can be
cases of mostly static scenes, like during temporary pauses by
the gamer. To eliminate the effect of static scenes on the re-
sulting bitrate, we stop encoding and streaming the game video
when we detect static scenes. Consequently, the 3D game video
streamed from our system will be mostly very high motion,
eliminating the uncertainty on bitrate due to different types of
motion.
Secondly, in order to eliminate the influence of GOP size and

the burst bitrate consumed by I frames, we take use of “intra
refresh” technique [23] in our system to balance bitrate. This
technique does not require any I frame in the whole video ex-
cept the first frame, but instead, it requires every frame to have a
portion of blocks which is encoded by intra modes. In this way,
for example, if the GOP size is 30 then every frame will have
1/30 blocks which are not overlapped in position with each other
to be encoded by intra modes. We implement the above in x264
encoder using the “—intra-refresh” option. Having minimized
the influence of motion and I frame/GOP size on resulting bi-
trate, for a given resolution and frame rate, the bitrate for every
frame mainly depends on the content of video frame, which in
our case is influenced by the graphics rendering factors. Fur-
thermore, because we use H.264 standard to encode two views
separately, the total bitrate consists of the bitrate for the left view
plus the bitrate for the right view.

(10)

Note that the relationship between graphics rendering factors
and video bitrate are the same for the left view and the right
view, so in the following we derive this relationship based on a
single view. Using our CMG-(3D) prototype, we collect data by
capturing 1 hours' game video data. The data contains different
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Fig. 11. Derivation of relationship between graphics rendering factors and
video bitrate.

Fig. 12. Verification of the relationship between graphic rendering factors and
video bitrate.

players performing different tasks in different scenes with dif-
ferent graphics rendering settings. We use 40 minutes' data to
derive and 20minutes' data to verify. The resolution of the video
is 640 480, the framerate is 25fps and QP is set to be 25.
To derive the relationship, we calculate the average bitrate

for each combination of the graphics rendering factors and plot
it on Fig. 11. From this figure, we can get two main observa-
tions. Firstly, for a given texture details level, the relationship
between the VD and bitrate is almost linear. In this way, a linear
term for view distance is used in our derived function. Secondly,
the relationship between the TD and bitrate is not linear which
is because the image has two dimensions and the texture de-
tail level relates to both dimensions so that we include a square
term of texture detail in the derivation. According to the obser-
vations mentioned above, a regression method is used to derive
the following relationship between graphics rendering factors
and video bitrate.

(11)

For the game Planeshift, we derive the values of the coefficients
using the first 40 minutes data as: , ,

, .
Fig. 12 shows the validation results. Predicted values (com-

puted using (11)) are represented by the red line while actual
bitrate values are shown by black line. We can see that the pre-
dicted bitrate values are very close to the actual bitrate values.
The mean error rate is 5.38% which proves the accuracy of our
proposed model.

B. Delay Prediction and Verification

Previous work has been done to model the network and pre-
dict delay (like [29], [30]). However, most of these techniques
are based on transport layer or network layer, requiring infor-
mation like TCP packet header. In contrast, we would like to
develop an application layer delay prediction technique, which
can be easily deployed by our application layer CMG(3D) ap-
proach. In the following, we show the derivation of the predicted
delay model assuming that we know the available bandwidth
and the video bitrate.
At any time , the total experienced delay consist of three

parts, server delay caused by graphics rendering and video en-
coder tasks, network delay due to bandwidth constraint, and
propagation delay indicating the natural delay from a source to a
destination depending on geographic distance and transmission
medium. Equation (12) shows this relationship.

(12)

in which stands for network transmitting delay at time ,
represents server (computation) delay and means

propagation delay. In our work, we assume encoding delay and
propagation delay are constant at any time. All the delay com-
ponents are in units of second. Equations (13) and (14) show
how is calculated.

(13)

(14)

(15)

in which is the current bandwidth, is the current
video bitrate, is current generated data size and
is data size of previous accumulated data in the streamer buffer.
For every time interval , current generated data whose size
is will be queued in streamer buffer on the server which is
equal to the product of video bitrate and time interval. However,
the buffer may have some existing data, with size , from
previous time period which has not been streamed yet. We will
discuss later how can be calculated. As shown in (13),
it will take seconds for this new data
to be streamed to the mobile device over the wireless network.
If the required time is less than , it will not create delay

, but if it exceeds , the expected delay will
be the excess time (required streaming time minus time interval

). After the expected delay is calculated, we use (15) to
update the buffer data size remaining to be transmitted in the
next time interval. It first adds the previous data and current data
together and then subtracts it by the product of bandwidth and
time interval. If the result is less than zero, it means there is no
data remaining so that we set to be zero. Note
that in our experimental setup, we use second.
We verify the accuracy of the above procedure by conducting

the following experiment. Fig. 13 shows our testbed setup. In
the experiment, we stream a pre-recorded video from a server
(a desktop computer) to a client (a laptop computer) through a
network emulator. As the video is streamed, we apply a network
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Fig. 13. Testbed for measuring delay.

Fig. 14. Results showing actual and predicted delay.

bandwidth profile on the network emulator to control the band-
width and generate network delay. The pre-recorded video is
encoded with constant bitrate of 2Mbps and framerate of 60fps.
Note that during the encoding process, the default CBR rate con-
trol has 10% inaccuracy, hence we have used the “—nal-hard”
option in x264 encoder which will add dummy bits to achieve
higher accuracy(within 0.1%) in rate control. The content of the
video is a stopwatch that shows time going in the resolution of
millisecond. We also programmed a pair of software (server and
client) such that on the server side, the video will be displayed
simultaneously as it is transmitted, and on the client side the
video will be decoded and displayed once it is being received.
Because the content of the video is a stopwatch and both the
server and client are playing the video, the latency in this case
can be easily calculated by subtracting the time shown on the
server from the time showing on the client. We use a high reso-
lution camera to record a video of the whole process and process
the data offline. Fig. 14 shows the result. Black dotted line is
the network bandwidth trace captured in a real 4G-LTE environ-
ment. Red solid line shows the predicted delay results calculated
by (12) (15) and black solid line shows the actual experienced
delay measured. With regard to the propagation delay, ,
and the server encoding delay, , in the theoretical calcu-
lation (12), because the server and client is close enough, we
set to be 0 and also because the video is pre-encoded, so
we also set to be 0. Considering that the accuracy reso-
lution of 60fps video is about 16ms, we claim from Fig. 14 that
the predicted results match the actual experimental results very
well. Note that though in the above experiment we consider the
case where and values are zero, in our CMG(3D)
application they will not be. As we discuss later in Section VI,
they can still be estimated in advance, depending on the cloud
service and servers used, and hence can be used to estimate
in (12).
Thus, the above results show that if we know the video bitrate

and network bandwidth, we will be able to predict the delay in
an accurate manner. We next briefly describe how we estimate
the network bandwidth. Various techniques have been proposed,

like pathChirp [6] and BART [7] to accurately estimate the net-
work bandwidth by injecting probing traffic. BART [7] uses
fixed inter-packet separation probe packet train together with
a Kalman filter based method to do real time bandwidth estima-
tion with demonstrated accuracy better than pathChirp. How-
ever, the additional probe traffic overhead of the above tech-
niques can be very high; for example [7] requires 0.2 Mbps
overhead to achieve reasonable accuracy. In our approach, we
use BAR [7] with the following modifications so that we can use
the video data we anyway need to transmit instead of additional
probing traffic, thus avoiding overhead.
The original BART algorithm sends a series of 1.5KB packets

from server to client. By calculating the receiving time interval
and the sending rate value injected in the packets, it will be able
to estimate the current bandwidth. In our CMG(3D) platform,
we generate video data at a certain framerate, transmitting one
frame as several 1.5KB packets right after it is generated. In
order to integrate BART algorithm into our platform, in other
words, to let the client know the sending rate as well as to in-
struct the server to generate some predefined time interval be-
tween sending two 1.5KB packets, we did the following two
main changes.
1) For all of the data packets of each frame, we set time

interval between sending two packets of the same frame
(originally there is no time interval between these two
packets so that one packet is sent right after another),
but we ensure that the total time interval to be less than
1/framerate sec, otherwise it will create additional delay
for the next frame.

2) We insert the sending rate as a value into the video packet
to send to the client as BART algorithm needs that infor-
mation to feed into Kalman Filter.

We conducted experiments using the above approach and it
shows that our modified BART algorithm can achieve 87.36%
accuracy in estimating network bandwidth.

C. Asymmetric Rendering Optimization Algorithm
From the above sections, it can be seen that by applying

the impairment functions ((1) (5)), delay prediction model
((12) (15)) and relationship between graphics rendering
factors and video bitrate ((10) (11)), we can expand the
optimization function and delay constraint from the problem
formulation ((8)) to depend only on the four rendering factors
, , , and the current network bandwidth .

Due to space constraints, we have included the expanded func-
tions in the supplementary material submitted with the paper.
Hence, for any time interval , given the measured network
bandwidth , we can solve the optimization problem (8)
to produce the optimal values for the four rendering factors,
which when selected to render the left and right views will
maximize user experience.
Because the rendering factors are discrete variables and

our objective function has root terms, our problem can be
categorized as having a discrete variable, non-linear objective
function, with unequal non-linear constraint function. Since
the solution space consists of four variables, with two (
and ) having only 3 possible values, a branch and bound
method can be efficient and feasible[24]. We describe next



528 IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING, VOL. 9, NO. 3, APRIL 2015

Fig. 15. Psuedo-code for ARA Algorithm.

our branch and bound based algorithm Asymmetric Rendering
Adaptation shown in Fig. 15.
We first define term subproblem as minimizing a target

function (in our case minimizing ) given a set of variable
ranges (in our case , , and ). Our aim is to solve
the original_problem (as defined in (8)). The original_problem
or a subproblem can be further divided into subproblems,
which has the same objective function but with a smaller vari-
able range. The algorithm maintains a subproblem_queue to
manage all of the subproblems and use , ,

, , to store temporary
optimized values. In detail, the algorithm will first initialize
the upper and lower bounds for the variable ranges, set the
number of iterations to be 0, set to be 0 and set the
temporary optimized I, , to be infinite. It will also put the
original_problem into the subproblem_queue. Next, in step 2,
the while loop continues if the length of the subproblem_queue
is larger than 0 and the number of iteration is less than a
maximum iteration threshold which is predefined. Inside the
while loop, during every iteration, we get a subproblem from
the subproblem_queue. In step 3, we relax the discrete variable
optimization problem into continuous variable optimization
problem and solve it using a non-linear continuous variable
optimization algorithm (in our case, we use sequential quadratic
programming), and denote the solution as . After that, we
update . In step 4, we have three conditions according
to the output from step 3. If there is no feasible solution,
we skip this branch. If it is an integer variable solution, we
compare the corresponding impairment result, , with the
current temporary optimized I, and see if we need
to replace the current temporary optimized values with . If it
is a continuous variable solution, we will further branch this
subproblem for each non-integer value into two subproblems

Fig. 16. RTT measured from AWS to test device.

and then put them into subproblem_queue. For example, if
we define subproblem1 to be the same

as the current subproblem except that it will add one more
constraint that . subproblem2 will also be the same
as subproblem but with the constraint that . Thus,
if we have non-integer values, we will have to solve
subproblems. Finally when the while loop terminates, we get
the optimized values from temporary optimized value and
finish the algorithm.
We have implemented the algorithm ARA in C; the average

running time is 153ms on an Intel Xeon E5–2670 @2.60GHz
processor with 15GB memory. Hence ARA can be applied in
real time in every time interval (1 second in our current
implementation). For a CMG(3D) gaming session, our overall
approach is the following. In each time interval , we use
the modified BART algorithm to measure the bandwidth
(Section V-C), and use as input to to get the optimal
asymmetric rendering factors for the time interval. The above is
repeated for each time interval, leading to dynamic adaptation
of left and right view rendering factors optimal to the changing
network bandwidth, so as to maximize overall user experience
during the entire CMG(3D) session.

VI. EXPERIMENTAL RESULTS
In this section, we report on experiments conducted using a

commercial cloud service to verify the performance improve-
ment possible by applying the proposed Asymmetric Rendering
Adaptation technique. We use the same testbed as shown in
Fig. 5, except we implement our CMG(3D) system, including
the ARA algorithm, on Amazon Web Service (AWS) cloud
servers. Specifically, we use AWS g2.2xlarge instance which
provides access to one NVIDIA GRID GPU with 1,536 CUDA
cores and 4GB of video memory. The CPU it provides is Intel
Xeon E5–2670 @2.60GHz with 15GB memory. The operating
system we deploy is Windows_Server-2008-R2_SP1. As ex-
plained in Section III-A, we emulate network traces collected
from a 4G-LTE network using the network emulator in the
testbed.
Firstly, in order to determine the propagation delay, ,

in (12) from AWS cloud server to the 3D device, we performed
an experiment to record the round trip delay (RTT) at different
times of a day. We use Ping to test for RTT, with testing every
10 minutes from 8:00 a.m. to 10:00 p.m., Monday to Sunday,
to get 588 data points in total. Fig. 16 shows the PDF of the
results. We find that the RTT between AWS cloud server to the
3D device in our testbed is very stable -mostly between 38ms
to 41ms with very limited number of exceptions which have
longer RTTs. According to the above, we calculate the average
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Fig. 17. Results for game PlaneShift.
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RTT to be 40.2ms. Thus, considering the downlink delay to be
half of RTT, we use 20.1ms value for in (12). In addition,
in order to determine , we measured the rendering and
encoding time on AWS and found out it was on average 2ms
for rendering and encoding one frame. Thus we set to be
2ms in the following experiments.
We compared three approaches using the testbed: 1)

Asymmetric Rendering Adaptation ( ) which adapts the
rendering of left and right views depending on the network
conditions using our proposed approach, 2) Symmetric Ren-
dering Adaptation ( ) which is an adaptation algorithm for
cloud mobile 2D display gaming introduced in [25] where the
rendering factors of left and right views are adapted symmetri-
cally, and 3) No adaptation (NA) in which we fix texture detail
to be medium and view distance to be 150m for both views.
For fair comparison between and , we disable video
encoding adaptation option for , but rather fix it to produce
high video quality using like in the case of .
In addition, in order to verify our model and optimization

algorithm can be applied to different kinds of games, we tested
two different games of different genres based on the above
testbed. Fig. 17 shows the results for Planeshift and figure 18
shows the results for Broadsides [26]. Due to space constraints,
we include figure 18 in the supplementary material submitted
with the paper. For both games, we show step by step results in
the following order.
Fig. 17(a) and 18(a) show the 4G-LTE mobile network band-

width profile we captured and then used (emulated using the
network emulator) when playing the games for all the three ap-
proaches. Figs. 17(b),17(c),17(d),18(b), 18(c) and 18(d) show
the graphics rendering factors used when playing the games.
We can see that for both games, while cannot adapt to the
network bandwidth, and can both choose high tex-
ture quality and large view distance when network condition is
good but low texture quality and small view distance when net-
work bandwidth is tight. However, because can use more
choices (separate and for each view), we can see that

can choose better combinations (higher values) of texture
detail and view distance than . Fig. 17(e) and 18(e) show
the value of rendering impairment, , calculated by our model
for all three approaches. For the game Planeshift, the average

is 12.57 for , 18.32 for and 12.19 for , and
for the game Broadsides, the average is 20.80 for and
23.48 for and 12.19 for .Figs. 17(f) and 18(f) show the
actual bitrate of the video encoded. In both plots, the video bi-
trate show great correlation with the graphics rendering factors
which means that when the graphics rendering factors are using
high texture quality and large view distance, the bitrate rises up
and when low texture detail and small view distance are applied,
the bitrate is kept at a low level. Figs. 17(g) and 18(g) show the
PSNR for the resulting encoded video. Because we are using
constant QP to encode, we see that a high and stable value of
PSNR is maintained as desired. For the game Planeshift, the
mean PSNR for , , and are 32.65, 32.65 and
32.39 respectively. For the game Broadsides, they are 32.70,
32.24 and 32.4. Figs. 17(h) and 18(h) show which is calcu-
lated using actual delay measured. We can see that can
maintain low delay much better than the other two strategies.

TABLE VII
SUBJECTIVE TEST RESULTS TO COMPARE DIFFERENT ADAPTATION

ALGORITHMS USING GAME PLANESHIFT

TABLE VIII
SUBJECTIVE TEST RESULTS TO COMPARE DIFFERENT ADAPTATION

ALGORITHMS USING GAME BROADSIDES

Fig. 17(i) and 18(i) show CMG(3D)-MOS which takes both
and into consideration. The mean CMG(3D)-MOS for the
game PlaneShift are 4.09, 3.52 and 1.41 using , and

respectively. Similarly, for the game Broadsides, the mean
CMG(3D)-MOS for , and are 3.94, 3.46 and
2.19 respectively.
To further prove the advantage of , we performed a final

round of subjective tests which includes 17 UCSD students (12
males, 5 females; aged ). We used the same network
profile as is shown in Fig. 17(a).We divided the whole 5minutes
testing into 5 time segments, 1 minute each. The testers were
asked to give a score according to Table V at the end of each
1-min segment for each adaptation algorithm. Tables VII and
VIII list the minute-wise average subjective CMG(3D)-MOS
for the three algorithms with 95% confidence interval range.
(For example, “ ” means the average is 3.56 and
the 95% confidence interval is 3.52-3.60.) For game PlaneShift,
the average CMG(3D)-MOS for the three adaptation algorithms
are 3.48, 3.15 and 1.42, using , , and respec-
tively. For game Broadsides, the average CMG(3D)-MOS for
the three adaptation algorithms are 3.69, 3.35 and 1.96, using

, , and respectively. Note that the average 95%
confidence interval range for two games is only 0.082 which
indicates that the results given by the subjects are statistically
valid. From the tables, we can observe that for game Planeshift,

outperforms by up to 26.2% (segment 3) and on av-
erage 10.5%. For game Broadsides, outperforms SRA by
up to 33.8% (segment 3) and on average 10.1%.
The above results demonstrate the significant advantage

of our proposed asymmetric graphic rendering adaptation
approach ( ) to deliver consistent and high user experience
on 3D displays when playing Cloud based 3D games, in spite
of dynamically changing and challenging mobile network
conditions.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we propose an asymmetric graphics rendering
technique for Cloud Mobile 3D Display Gaming, in order to
address the challenge of delivering 3D rendered video with
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high user experience over fluctuating and constrained wireless
networks. To study the feasibility of this asymmetric graphics
rendering technique, we developed and validated a user ex-
perience model to quantitatively measure user experience,
including impairments due to asymmetric graphics rendering
and network delay, using extensive subjective experiments.
Moreover, based on the CMG(3D)-UE model, we proposed
a technique to automatically select the optimal graphics ren-
dering factors for each of the views, according to the changing
network conditions. Our experiments conducted using real cel-
lular network and Amazon Cloud Servers demonstrate that our
proposed technique can achieve much better CMG(3D)-MOS
than techniques proposed before [25] and is applicable and
effective to 3D games of different genres.
In the future, we would like to extend our research reported

in this paper in several directions. We would like to extend
the subjective tests by asking subjects to play the games for a
much longer time with changes of graphics rendering settings
from time to time in order to understand 1) whether asymmetric
graphics settings may cause players to have visual discomfort
and 2) whether frequent changes of the settings which causes
fluctuations of video quality will also be perceived as annoy-
ance and what is the best changing frequency. Furthermore, we
will extend our model to take into account video quality impair-
ment, and especially research on a new algorithm which can
combine asymmetric video encoding with asymmetric graphics
rendering technique together to further enhance user experience
under given network constraints. Moreover, instead of using the
H.264 AVC for 3D video encoding, we will investigate use of
more efficient 3D video codecs such as MVC (multi-view video
encoder) [11] or Video Plus Depth Codec [11]. We have done
some preliminary studies encoding the 3D videos generated by
asymmetric graphics rendering using H.264. We observe that
the percentage reductions in bitrate that can be achieved by
specific rendering factors are quite similar when using MVC
compared to when using AVC. Hence, we believe our proposed
asymmetric graphics rendering approach will show significant
benefits even when using more efficient 3D video codecs.
Besides using asymmetric graphics rendering (and asym-

metric video encoding) to adapt the video bit rate, we would
also like to explore in the future the possibility of switching
from 3D video to delivering 2D video, as the latter may
significantly reduce the bitrate and may be an acceptable or
better option for certain games. We would like to enable this
option and research how and when this option may benefit user
experience. And lastly, while the technique proposed in this
paper is mostly suitable for 3D games with high motion, we
would like to extend the technique to also work with those 3D
games which may have lower motion.
In terms of scalability, we note that the proposed asymmetric

graphics rendering technique can be used for other cloud based
3D rendering applications like 3D augmented reality, and ex-
panded to multi-view rendering using multiple virtual cameras
for a more immersive experience. We plan to explore the ex-
tension of asymmetric rendering in the above directions in the
future.
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